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In this work we analyze the amount of forgetting on sequential Atari games learning
using Deep Reinforcement Learning. Specifically, we show that while catastrophic 
forgetting is found to be highly disruptive in terms of the behavior of an agent, the 
changes to the parameters of its neural network are not as drastic as it could seem 
from the large drop in performance. Indeed, it is found that relatively short periods of 
retraining on previously learnt tasks are often sufficient to quickly recover and 
improve the lost performance.

- The amount of forgetting in the network is lower than what could be thought from 
the drop in performance.
- Forgetting was highly disruptive in terms of the behavior of the agent, but the actual 
changes to its network's parameters were probably limited.
- This is in line with the hypothesis that in very high-dimensional weight spaces it may 
not be difficult to find parameters optimal for a task that are close to the parameters 
that are optimal for other tasks, as suggested in [6].

Conclusions
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Abstract

- Sequential learning in neural networks is known to disrupt performance on
previously learned tasks (catastrophic forgetting [1]).
-  Here we set to analyze the amount of forgetting in Deep Reinforcement Learning 
on the sequential Atari benchmark.

- Specifically: are the changes to the parameters of the agent's neural network 
major or can previous performance be recovered without re-training it from scratch.

- Idea: measure the degree of catastrophic forgetting due to sequential training by 
the amount of retraining required for the agent to recover the performance lost due 
to interference. 

Motivation

Methods
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- Training on the second game leads to quick disruption of the acquired performance 
on the first game (catastrophic forgetting).

- However, retraining on the first game was found to quickly recover and improve 
the performance achieved after first training on it.
- Shorter training required to recover the lost performance.

- The amount of interference and recovery was found to be specific to the game 
pairs used.

Results

initial training retraining

- Training on pairs of Atari games from OpenAI Gym [2] and ALE [3].

             Game A (10M frames)     Game B (10M frames)     Game A (10M frames)

- GA3C/A3C algorithm [4,5].

- Elu activations (except linear for the critic V and softmax for the actor   ); training 
loss augmented with entropy loss on policy (beta=0.01); RMSProp optimizer with 
lr=0.0003, decay=0.95, momentum=0.0, eps=0.01; gradients clipped to [-1,1] and 
then globally with clip norm=50; rewards clipped to [-1,1]; lambda=0.99.


